CS 624
Lecture 4: Quicksort

1 The quicksort algorithm

This is a divide-and-conquer algorithm—one of the first, and probably the most famous. Certainly
it’s one of the most useful.

The interface is this: QUICKSORT takes an array A, and indexes p < ¢ in the array, and sorts the
elements in A[p..q| into ascending order in place!.

Recall that MERGE-SORT started out by dividing the array into two equal parts. This was done
completely arbitrarily—we just took the first half and the second half. QUICKSORT, on the other
hand, is rather more clever. It divides the array into two parts using a special procedure called
PArTITION. We'll show below how PARTITION works, but the key point is that PARTITION takes
as input an array A, and indexes p < r in A, and returns an index ¢ between p and r—that is,
p < g < r—such that all the elements to the left of ¢ are < A[g], and all the elements to the right
of g are > Alq].

The pseudo-code for QUICKSORT then looks like this:

QUICKSORT(A, p,r)
if p < r then
q <+ PARTITION(A, p, )
QUICKSORT(A,p,q — 1)
QUICKSORT(A,q + 1,7)

The initial call to quicksort an entire array A[l..n] is QUICKSORT(A, 1, n).

The key thing about the PARTITION procedure (and we have mentioned some of this already above)
is that just after the line ¢ +— PARTITION(A, p, ) has executed, the following are true:

1L.p<qg<r.
2. The number Alg] is in its final position. It will never be moved again.

3. If i < g, then A[i] < Alq], and if i > ¢, then A[i] > A[q].

The partition procedure is not all that easy to get right. (Almost everyone makes a mistake the
first time they write code for it. That certainly happened to me.) There are actually many different

IThis is what makes QUICKSORT better than MERGE-SORT. MERGE-SORT needs to allocate extra memory to hold
the partially sorted arrays which are then merged back into place in the original array.



2.1

2.2

2 2 PROOF OF CORRECTNESS

versions of the partition procedure. Conceptually, they are all simple. The difficulty comes because
we are trying to do all this in place, without allocating temporary storage. This code is the one the
book uses:

PARTITION(A, p, 1)
x + Alr] // x is the value at the “pivot” element.
i+ p—1// i maintains the “left-right boundary”.
for j <« ptor—1do
if A[j] < then

11+ 1

exchange A[i] <> A[j]
exchange A[i + 1] +» Alr|
return ¢ + 1

This code is fairly tricky. Figure 1 shows how it works in one particular case. But clearly we really
need a formal proof of correctness here.

2 Proof of correctness

The PARTITION function works by dividing the array A into four sections, as you can see in Figure 1.
The inductive hypothesis (which we will show to be a loop invariant) can be expressed in terms of
these four sections.

Theorem At the end of the PARTITION procedure, the elements in the array have been rearranged
so that each element less than the pivot is to the left of it, and each element greater than the pivot
is to the right of it.

Remark Note that we are not saying that the elements are in sorted order. This is a much weaker
condition. That’s why PARTITION can be implemented efficiently. And even though the condition
is weaker than complete sorting, it turns out to be just what we need for the complete QUICKSORT
algorithm.

We will prove this theorem by induction. We will encapsulate the inductive step in a lemma:

Lemma At the beginning of each iteration of the for loop,

1. All entries in Alp..1i] are < pivot.
2. All entries in Ali +1..j — 1] are > pivot.

3. Alj..r — 1] consists of elements whose contents have not yet been examined, and so we don’t
know how they compare to the pivot.

4. Alr] = pivot.
Remarks

Actually, item 8 is not actually needed for the proof of correctness of the algorithm, but we include
it here anyway because it makes things a bit clearer. Figure 2 annotates one of the iterations of the
for loop.



T D, r
[ 1

Dyt

D, 1

J
(c) 2.71356

I
W

Dyt J r
() i-l 3[5]6]4
P g J _ T
(e) 2 1-3 564
p 7 J .7
() 2 | 1 3-5 A E
D i J o
v CIi ]
p i r
S s i 353 3
p i r

PO N I

Figure 1: The workings of PARTITION. Each line shows the situation at the beginning of successive
iterations of the for loop.
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Alr]: pivot

Alj..r—1] not yet examined

Ali+1..5—1]: known to be > pivot
Alp..i]: known to be < pivot

Figure 2: The situation at the start of one iteration of the for loop of the PARTITION function.

What we are really doing here is stating an inductive hypothesis—it is just the four statements of
the lemma. The lemma shows how the inductive step works (that is, it shows how we get from one
iteration of the loop to the next, preserving the truth of the inductive hypothesis.

And as usual, this inductive hypothesis is really a sequence of assertions (each assertion composed
of the four statements of the lemma). There is one assertion for each value of j, and j runs from
p up tor —1. We have to show that all the assertions are true.

PROOF. When we start out, j = p, 7 is p — 1, and the four statements in the lemma are trivially
true. Thus, the assertion corresponding to j = p is true.

Let us say that when we are at the top of iteration jy of the for loop, ¢ has the value ig. Then the
inductive hypothesis says that at the top of that iteration of the for loop,

1. All entries in A[p.. 4] are < pivot.

2. All entries in Afig + 1..jo — 1] are > pivot.

3. Aljo..r—1] consists of elements whose contents have not yet been examined, and so we don’t
know how they compare to the pivot.

4. Alr] = pivot
Now there are two cases to consider when we enter this iteration of the for loop:

o If Afjo] < the pivot value, then the following two things happen:

x Aljo] and Afip + 1] are interchanged.

% 1p is incremented. Let us call its new value i1. So i1 = ig + 1, and 4; will be the value of
1 at the top of the next iteration of the for loop.

and this brings us to the next iteration of the for loop, in which j has the value j; = jo + 1.
Thus, at the top of the next iteration of the for loop, since the original A[jo] was < the pivot
and since we interchanged A[jo] and Alig + 1], we see that now



1. All entries in A[p..141] are < pivot.

2. All entries in Afi; + 1..j; — 1] are > pivot. (These are the same elements that were
originally in Afig + 1..jo — 1]. The first one has been moved up to the end.)

3. A[j1..r — 1] consists of elements whose contents have not yet been examined, and so we
don’t know how they compare to the pivot.

4. Alr] = pivot.

And this is just the statement of the inductive hypothesis at the top of the jo + 1 (= j1)
iteration of the for loop.

e Alternatively, we must have A[jg] > the pivot value. In this case, nothing is done. At the top
of the next iteration of the for loop, we have
* 11 = i (because we didn’t increment 7).
* j1 = jo + 1 (because we always increment j when we go to the next iteration).

* And no change was made to the elements of the array A.
Thus, we have

1. All entries in A[p..41] continue to be < pivot.

2. All entries in A[i; + 1..7; — 1] are > the pivot (these are just the original elements
Alig +1..jo — 1] together with A[j; — 1] = A[jo], which is > the pivot by assumption in
this case.)

3. A[j1..r —1] consists of the elements whose contents have not yet been examined, and so
we don’t know how they compare to the pivot.

4. Alr] = pivot
And this is just the statement of the inductive hypothesis at the top of the jo + 1 (= j1)
iteration of the for loop.

So by induction the four statements are true at the start of each loop iteration. O

Now we can complete the proof of the theorem:

PROOF OF THEOREM. At the conclusion of the for loop, element r (which is the pivot element) is
exchanged with element ¢+ 1 (which is the left-most element that is greater than the pivot element).
This ensures that all the elements to the left of the pivot element have values < the pivot, and all
the elements to the right of the pivot element have values > the pivot.

And that concludes the proof of correctness. O

3 First (non-rigorous) steps towards understanding the run-
ning time

In this section we will look intuitively at the running time. What we do will not be rigorous, but it
will be helpful in understanding the actual proofs we will come up with later.

First, the time to execute the PARTITION function on an array of n elements is clearly ©(n). Based
on this, we can reason roughly about some special cases:
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3.1 The best case

We expect the best case running time occurs when the partition element is the median element at
each step—that is, it divides the array being partitioned into two equal parts. (Of course, they
won’t be exactly equal, but as we’ll see below, the algorithm is actually fairly insensitive to this.)

In fact, this is true. But it’s important to realize that we haven’t really proved it. We will later.
But for the moment, let’s go on:

In this case, we get the recurrence
T(n) =2T(n/2) + O(n)

and so by the “master theorem”, we have T'(n) = O(nlogn).

3.2 The worst case

The worst case (well, it’s certainly a very bad case, anyway; we’ll prove it really is the worst case
later) occurs when the array is already sorted. In this case, the PARTITION function applied to an
array of size n produces two sub-arrays, of size n — 1 and 0. Thus, we have

T(n)=T(Mn—-1)+T(0)+O(n)
=T(n—1)+06(n)

and it is easy then to see that
T(n) =Y 6(j) = 6(=—) = 6(n?)

So the worst case of QUICKSORT is no better than the naive and very inefficient sorts such as
insertion sort.

3.3 The average case

It turns out, however, that in general, QUICKSORT runs in O(nlogn) time. This is a remarkable
fact. Often in algorithms, the average case is no better than the worst case. But for QUICKSORT,
the best case really is pretty much the average case. This will take some serious proving, and we’ll
do that later. But first, let’s try to see why this remarkable fact might be true.

As we've already noted, it is intuitively clear that QUICKSORT will be most efficient when the pivot
element divides the array into equal parts. But suppose it doesn’t? Suppose, for instance, we are
unlucky enough that the pivot element always divides the array into two parts such that the first
part is 1/10 the size of the original array and the second part is 9/10 the size of the original array?

Of course this can’t be exactly true, but we’re just doing this by way of illustration, and
actually the analysis would hold just as well if we did things exactly. And we’ll perform

an exact calculation later, anyway.

We get a recursion tree that looks like the tree in Figure 3.
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Figure 3: Recursion tree for QUICKSORT in the case where each pivot divides its sub-array in the

ratio 1:9. The tree is shortest on the left—the leftmost leaf is at level log;,n, and the rightmost
leaf is at level logyg /g 7.

3.1 Exercise In Figure 3, where do the costs in the right-hand column come from? Show that they
make sense. In particular, show why some of the costs are exact, and some are upper bounds (with
< signs).

Since there are 1 + log;q/97n levels, and each level has cost O(n), we see that the total cost is

O(nlogn). So even though our pivot choice was not great at all, we really didn’t lose much. In
other words, it appears that QUICKSORT is relatively insensitive to the choice of the pivot node.

Well, that’s nice, but of course we have assumed here that the pivot choice, while certainly not
optimal, is still “bounded away from the edges”. What happens when it occasionally is as bad as
it can be? For instance, suppose it happens that on every other iteration the pivot is the largest
element of its sub-array (this is the worst possible case), but on the rest, the pivot divides the
sub-array equally. What happens then?

Well, each step looks about like that in Figure 4.
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Figure 4: Fragment of the recursion tree where on every other iteration the pivot is the largest
element of its subarray.

We can see immediately that the only real difference between this tree and the best tree (in which
every level gets divided equally) is that there are now twice as many levels. So the total cost is still
O(nlogn).

Now in a typical case, we would expect the pivot to be sometimes “in the middle”, and sometimes
“toward the edge”. The two cases we have just considered give us some hope that unless we are
incredibly unlucky and the pivot is overwhelmingly at the edge—i.e., really almost all of the time—
that we will still get O(nlogn) behavior.

This turns out to be true, and we’ll prove this below.

4 Randomized QUICKSORT

In the PARTITION algorithm, we have always let the pivot element be the last element of the
array. Of course we could have picked it in any way. One way that is widely used is to pick it
“at random”—that is, to introduce a procedure RANDOM(A, p,r) which returns one of the values

{A[p],A[p +1],... ,A[r]}7 each value being equally probable. (Exactly what this means is that if

we call this function a number of times, it will return different values in general, and the fraction of
1
r—p+1

of such functions is a topic in itself, but we’ll assume that we have such a function. Then we can
define our variant of QUICKSORT as follows:

times it returns any particular value tends to as the number of calls grows.) The construction

First we define a RANDOMIZED-PARTITION function which starts by picking a pivot at random and
moving it into the last position in the array.

RANDOMIZED-PARTITION(A, p, 1)
i <~ RANDOM(p, 1)
exchange A[r] « A[i]
return PARTITION(A, p, 1)



Then we can define RANDOMIZED-QUICKSORT just as before, but this time using RANDOMIZED-
PARTITION.
RANDOMIZED-QUICKSORT(A, p, 1)
if p < r then
q + RANDOMIZED-PARTITION(A, p, 1)
RANDOMIZED-QUICKSORT(A, p, ¢ — 1)
RANDOMIZED-QUICKSORT(Q, ¢ + 1,7)

5 Rigorous analysis of QUICKSORT

5.1 Worst-case analysis

Let T(n) be the worst-case running time for QUICKSORT (or for RANDOMIZED-QUICKSORT; the
reasoning is just the same in this case). We know that there is some constant a¢ > 0 such that the
following recursive inequality is satisfied:

T(n)< max (T(q)+T(n—q—1))+an

= 0<g<n-—1

We have seen that we have reason to believe that T'(n) = O(n?). So let us try to prove this.
Certainly there is some constant ¢ > 0 such that T'(k) < ck? for k = 1. Suppose this inequality
(with some fixed constant c¢) holds true for all & < n. Then we have

T(n)< max (T(q)+T(n—q—1))+an

0<g¢g<n—-1

<c max (@+(n—q—1)?%) +an

0<g<n—1

How big is the max? Since the expression (q2 +(n—q-— 1)2) is a convex function, it attains its

maximum at one of the two endpoints (0 or n —1). Therefore, it is at most (n—1)? =n? — (2n —1)
Thus, (provided only that n > 1—we’ll need that at one point below) we have

T(n) < max (T(q)+T(n—q—1))+an

0<g<n—1

< 2 —g—1)2
Sc max (¢°+(n—g—1)°) +an

<en? —c(2n—1) +an
=cn? - (2c—a)n+c
<en? —(2c—a)n+cn (here’s where we use the assumption that n > 1)
=cn® — (c—a)n
and if we just pick c large enough so that ¢ > a, this all ends up being < en?, and thus we have

proved the inductive step. (It’s important to notice that we can make this choice of ¢ once and for
all—it doesn’t change with every n.)

Thus, in the worst case, T'(n) = O(n?). Of course this analysis doesn’t actually prove that there
is a case with behavior that is this bad—it just shows that there isn’t an case with behavior worse
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than this. But in fact we have already seen that there is a case with behavior this bad—the case in
which the array is already sorted. (That is, we have previously shown that the worst-case running
time is 2(n?).) Therefore the worst-case running time is in fact ©(n?).

Exercise The analysis for the best-case running time can be done in a somewhat similar fashion,
but is technically a bit more complicated mathematically. You might be interested in trying it out,
however.

5.2 Average-case analysis: first method

It turns out that the easiest way of analyzing the average-case behavior of QUICKSORT is actually to
analyze the average-case behavior of RANDOMIZED-QUICKSORT. So that is what we will do. (And
actually, RANDOMIZED-QUICKSORT is what is often used in practice in any case.)

Let T'(n) be the average running time for RANDOMIZED-QUICKSORT on an array of size n. We have

3

ii q)+T(n—q—1)) +cn+06(1)
q=0

since each of the n positions in the array can be chosen (with equal probability) as the pivot.

Also note (and this is one of the tricky points here) that we wrote cn + ©(1) rather than ©(n).
Actually the cost of the PARTITION function on an array of size n is ©(n). However, we don’t
lose much by assuming the worst case—that on every iteration of the loop in PARTITION we “do
everything”. In that case, the cost really is of the form cn + b for some fixed constant c¢. By doing
this, we have possibly given away something in our analysis, but as we will see, we haven’t given
away anything important. And by doing this, we can perform a really neat mathematical derivation.

Now that we have done this, we can simplify this equation somewhat. It is the same as

:%i ) +cen+0(1)
q=0

Now this still looks very complex. But look what we can do: First, let us multiply through by n:

n—1
(1) nT(n) =2 T(q)+ cn® + O(n)

q=0

Replacing n by n + 1, we get a similar equation:

(2) (n+1)T(n+1) _2ZT )+ c(n+1)% +6(n)

Now if we subtract (1) from (2), a lot of terms cancel, and we get
(n+1)T(n+1) —nT(n) =2T(n) +O(n)

Now we can see the reason we really needed to give an upper estimate of the cost of
the partition as cn + O(1), rather than ©(n). If we had used O(n), then it would have
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been ©(n?) in the two equations we were subtracting, and ©(n?) — ©(n?) could still
be—and often will be—©O(n?), which we really don’t want. But the way we did it, we
have (n + 1)2 — n? = ©(n) which is exactly what we need.

Collecting the T'(n) terms, this is
m+1)T(n+1)=(n+2)T(n)+6(n)

We can get this in yet a simpler form by dividing both sides by (n + 1)(n + 2). We get

n+2  n+1

T(n+1) T(n)+®<1>

Thus, if we define a function g(n) by

then we have

gn+1)=g(n)+ @(%)
and thus
n—1
g(n) = @(; ;) = O(logn)

and so finally

T(n) = (n+1)g(n) = O(nlogn)

5.3 Average-case analysis: second method

If we look again at the QUICKSORT (or RANDOMIZED-QUICKSORT) algorithm, we can see that the
cost is the sum of the costs of all the calls to PARTITION (or RANDOMIZED-PARTITION). And—
because of the simplification that we made at the beginning of the last section—the cost of a call

to RANDOMIZED-PARTITION is

O((the number of times its for loop is executed))
This in turn is just

O((the number of comparisons it makes))

So the cost of RANDOMIZED-QUICKSORT is

O(the average number of comparisons that are made in the course of executing the algorithm)
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And so that’s what we have to compute—the average number of comparisons that are made in the
course of executing the algorithm.

Now the thing that makes QUICKSORT more efficient in general is that not all pairs of elements are
compared. If they were, we would have an O(n?) algorithm. But in fact, if we let

{xl,x27...,xn}

be the set of keys in sorted order, then we know that once a key (z, say) has been used as the
pivot of a partition, the keys to the left of it will never be compared with the keys to the right of it.

Continuing this line of reasoning, consider the set of keys {x;, z;41,...,2;-1,2;}. Since keys are
only compared with the current pivot, the only way for any two of these keys to be compared with
each other is for one of them to be chosen as the pivot. And as soon as any one of these keys is
chosen as the pivot, z; and z; will no longer be in the same partition and can no longer be compared.
The last moment at which all these keys of the set occur in the same partition is the moment at
which one of them is chosen as a pivot. Any one of them is equally likely to be chosen.

So we see that the only way that x; and x; can ever be compared is if one of them was the pivot.
And this can only happen if one of them is the first pivot chosen from the set {x;, ;41,...,zj-1,2;}.

To put it slightly differently, think of the pivots as being chosen at random, one after another. Every
element is eventually chosen as a pivot. Whether x; and z; are ever compared with each other will
not be known until a pivot is chosen from the set {z;,z;11,...,2;-1,2;}. At that point, we know
for sure what happens: z; and z; are compared <= that pivot is either x; or ;. They could
not have been compared before that time, and they can’t be compared afterwards either. They can
only be compared the first time a pivot is chosen in {z;, %i+1,...,%;—1,2;}, and then only if the
pivot is z; or ;.

The probability of that happening is ]_%

So we have just shown that the probability of z; being compared with z; is ]_ﬁ

The expected (or “average”) number of comparisons is then

2
Z 1 - probability that x; and z; are compared = Z P
all pairs (¢,7) all pairs (7,5) J o
with 4 < j with i <j
=1 jmir1d T +1
n—1n—1

(letting k = j — 1)

|
ling
i
=+ [ o
—
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5.4 A little more explanation of the last proof

Some people are not convinced by this argument. They say, “Well, suppose that we are not
dealing with the elements {x;,z;41,...,2;}. Suppose we are dealing with a larger interval, say
{Za,Tat1,---,xp} with a < i < j < b (and either a < i or j < b or both). Don’t we still want to
know if x; or x; is chosen as a pivot before all the other numbers in {z;,z;41,...,2;}? And doesn’t
the fact that we are dealing with a larger interval change the computation?

Actually, it doesn’t, although this is an example of just how hard it is to reason probabilistically
without a certain amount of experience.

Here is one way to look at this. Let’s make it simple: let’s assume we are dealing with the interval
{z;, xit1,...xp} where i < j < b. And let us look at what happens when the first pivot is chosen in
that interval.

Further, let us define

the probability that when elements are picked
from the interval {x;,...,z;,...,xp}, the first el-
ement that falls in the sub-interval {z;,...,z;} is
either z; or x;.

P(i,j;b) =

We have already seen that P(i,7;7) = ]_%

Now let us see what happens when a number is picked from the interval {x;,...,z;,...,xp}. There
are two cases:

Case 1: The number is . This happens with probability ﬁl.ﬂ. Of course this number is not
in the interval {z;,...,,z;}, but it still might be true that the first number chosen after this
which is in the interval {z;,... ,ch} is either z; or z;. Now the numbers remaining from
the interval {z;,...,x;,...,2p} (that is the numbers from this interval that might be chosen
subsequently) constitute the interval {z;,...,x;,...,zp—1}. The probability that either z; or
x; is the first number chosen after this which is in the interval {z;, ..., z;} is thus P(¢, j;b—1).

Case 2: The number is not x;. This happens with probability 1 — ﬁl,“. We know that this
number must be in the interval {;,...,x;,...,25—1}, and the probabiliity that this number

is either z; or z; is therefore just P(i,5;b — 1).
Thus, if b > j, we have

P(i, j5b) = PG jsb—1) + (1- )Pli.jib=1) = Pli.jib=1)

b b
b—i+1 b—i+1

and clearly we can keep on doing this computation? to get

2

P(i,j;b) = P(i,5;b— 1) = P(i,j;b —2) = ... = P(i,j; j) = —————
(i,4;b) = P(i,j;0 — 1) = P(i, j; b — 2) (1,57 e

and we are done.

2This is really an example of mathematical induction, right?



